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1. Introduction

The purpose of this document is to introduce guidelines for CDMA2000 inter-carrier packet data roaming through use of a 3rd Party provider’s exchange hub.  CDG Reference Document titled “Wireless Data Roaming Requirements and Implementation Guide” sets forth the general principles for CDMA2000 packet data roaming using a direct connection between two roaming partners.  Carriers shall have two options in the future – to inter-connect directly with roaming partners or to leverage the services of 3rd Party service providers’ exchange hubs.  This document defines the interfaces between the carrier and the 3rd Party provider(s) and how the 3rd Party service providers’ exchange hubs must perform.  One objective is to ensure that 3rd Party providers will be prepared to offer commercial service to carriers prior to the end of Q3 2004.

The assumptions and scope for this document include the following:

· IS-835-A is used as the baseline standard

· A number of IP connection scenarios will be addressed

· Simple IP 

· Mobile IP 

· The visited operator will generate the accounting records required for retail billing.  Generation of retail billing not based on RADIUS accounting records will not be addressed.
· Peering among 3rd Party providers shall be required.
· 1xRTT shall be supported in this document.  The support of other air interface technologies within the CDMA2000 family of standards (e.g., 1xEV-DO) will be addressed in a future release of the document. 

· CDMA2000 to CDMA2000 packet data roaming shall be defined initially, however this document shall also identify the hooks for follow-on CDMA2000 to GPRS service.

2. General Requirements for CDMA Packet Data Roaming 
This section describes generic requirements for a 3rd Party to support CDMA packet data roaming. It specifies the reference model, the interface definition, IP addressing and routing, QoS, security as well as the peering requirement.

NOTE: This document is for IPv4 only.  IPv6 is not included in this version of the guidelines. 

2.1 Reference Model

CDMA Packet Data Roaming allows 3rd Party, i.e., CDMA Roaming eXchange (CRX) Provider, to facilitate service between visited and home CDMA2000 packet data systems without requiring bilateral roaming (i.e., direct connectivity).  The services, or service elements, defined in the guidelines include:

· IP Data Transport 

· Authentication, Authorization, and Accounting (AAA)

· RADIUS Data Clearing and Financial Net Settlement.
Figure 1 shows the interfaces between 3rd Party and CDMA2000 packet data systems, including visited and home, as well as the logical elements.
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Figure 1. CRX Reference Model

Figure 1 contains three interfaces:

· Xd:  IP layer interface for IP data transport 

· Xa:  Application layer interface for Authentication, Authorization and Accounting (AAA) messages

· Xi:  Application layer interface for accounting data to data clearing system
Each interface in Figure 1, between a CDMA2000 packet data system and a 3rd Party is a separate CDMA packet data roaming service.
The LAC and LNS functions are optional.  

The operator may choose a subset of the services available from the 3rd Party.  For example, the operator may choose the 3rd party only for the data clearing service and rely on other IP data transport means (e.g., Internet).
2.1.1 Interface Xd

Interface Xd refers to the IP layer Interface between a CDMA2000 packet data system’s Border Gateway and the CRX provider’s Border Gateway. This interface carries traffic exchanged between a CDMA2000 packet data system and CRX provider, including

· IP Routing Traffic

· Tunnelling traffic between Visited and Home CDMA2000 packet data systems  

· L2TP tunnel traffic between LAC and LNS

· MIP tunnel traffic between FA and HA.

· AAA RADIUS traffic defined in interface Xa

· Future traffic, such as

· Interworking traffic

· Tunnelling traffic for inter-standard roaming between GPRS/GSM (or GPRS/UMTS) and CDMA2000 packet data systems.

CDMA2000 packet data systems use the Xd Interface to access the CRX IP transport service. The access interface Xd must be implemented using either IPSec or Lease Line Circuit (LLC) to assure the lateral security.  In addition to the firewalls required in the CDMA2000 packet data system, the CRX provider needs to maintain the firewall and filtering at the edge devices of the CRX provider network.   

For the IP transit within the CRX provider, it is required to maintain all levels of security to ensure the security service.

2.1.2 Interface Xa

Interface Xa refers to the application interface between the CDMA2000 packet data system’s AAA server and CRX provider’s Proxy AAA server. This link carries authentication/authorization/accounting traffic between the Visited and Home CDMA2000 packet data systems.  

The Proxy AAA servers in the CRX provider should route based on the realm of all RADIUS messages associated with roaming services, such as user authentication, authorization and accounting, and tunnel authentication.  

The “Xa” interface can be offered as a bundled service with IP transport or as a Proxy-AAA only service from the CRX provider.  For either case, AAA RADIUS traffic over the logical link in the Xa interface shall be carried through the physical Xd interface, with assured security guarantee, 

The CRX provider may offer data clearing service using the raw UDR in RADIUS format between visited and home CDMA2000 packet data systems as part of packet data roaming service.

2.1.3 Interface Xi

The “Xi” Interface refers to the application layer interface, required to exchange raw UDR in RADIUS Accounting format with data-clearing service provider when visited and home CDMA2000 packet data systems select their respective CRX or data-clearing service providers for their packet data roaming services.  This interface should only support RADIUS Accounting packets. 

2.2 IP Addressing Requirement

A public IP address should be used for each service element that participates in the packet data roaming, including visited and home CDMA2000 packet data systems as well as CRX providers. 

 The elements requiring public IP address are:

· PDSN/LAC and LNS, 

· PDSN/FA and HA, 

· AAA Sever and Proxy AAA Server,

· Application servers
 (e.g., WAP gateway, mail server, etc.),

· Border Gateway.

· Mobile Station1.
Using public addressing means that each party has a unique address space officially reserved from the Internet addressing authority. However, public addressing does not mean that these addresses should be visible to the Internet.  These roaming service elements should remain invisible and inaccessible from the public Internet.

2.3 IP Routing Requirement

Each participating mobile network should exchange IP routing information with its CRX provider in order to route the IP packets between the CRX provider network and the CDMA2000 packet data system. The CRX providers should manage the IP routing information obtained from a particular CDMA2000 packet data system and is responsible for announcing it to other CDMA2000 packet data systems on behalf/request of that particular CDMA2000 packet data system.  The home network does not need to exchange routing information with the visited systems directly.  

BGP-4 IP routing protocol is recommended to dynamically exchange routing information between the Border Gateways of CRX provider and the CDMA2000 packet data systems via the “Xd” interface.  Static routing is also feasible if BGP-4 protocol is not supported by the home network.   

2.4 Security Requirement

In order to ensure the proper level of security within the packet data roaming infrastructure, the following requirements for CDMA2000 packet data systems and CRX providers are recommended:

· Both CDMA2000 packet data systems and CRX providers should implement firewalls in the Border Gateways. 

· The IP addresses that are assigned to those service elements participating in the packet data roaming should be invisible (i.e., not routable) to the Internet. 

· The IPSec connections between CDMA2000 packet data systems and CRX providers are required if direct leased-line connections (e.g., FR, ATM, IPLC) are not available. 

The CDMA2000 packet data systems and CRX providers together should be responsible for prevention of IP address spoofing.

2.5 Quality of Service

In order to maintain the required performance of network and application, Quality of Service (QoS) should be specified and offered by the CRX provider.  The QoS definition consists of physical characteristics of the network level performance parameters (delay, packet loss, and jitter), and application level performance parameters (response time, and throughput) 

In general, each service provided by the CRX provider should have its own QoS defined, such as QoS for IP data transport, for AAA Proxy, as well as for data clearing.  The parameters defined in a QoS should be agreed upon between a CDMA2000 packet data system and its CRX provider jointly. 

2.6 Peering Requirement

A CRX provider should arrange peering with other CRX providers directly so that any CDMA2000 packet data system connected to a CRX provider can reach any other CDMA2000 packet data system.  A CRX provider should guarantee that its network is reliable and the traffic exchanged over Xd and Xa interfaces can be routed to CDMA2000 packet data systems connected to other CRX providers.

In addition to the QoS committed to its directly connected CDMA2000 packet data systems, CRX providers should define QoS among themselves to ensure the QoS across multiple CRX provider networks without compromising the end-to-end services. 

It is recommended to have no more than two CRX providers between the visited and home CDMA2000 packet data systems.  Figure 2 shows the CRx peering reference model.
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Figure 2. CRX Peering Reference Model

Central peering point refers to a common data exchange site where CRX providers can be physically interconnected to each other, e.g., using Ethernet, Fiber and ATM.  This point is usually serviced by Telehouse
 or Internet Data Center. The selection of the central peering point should be agreed upon among the CRX providers. The criteria of central peering point should be agreed by the CRX providers. As a high level guideline, the basic criteria of selecting the central peering point include the following:
· The central peering point service provider must be a neutral service provider (i.e., not associated with any CRX providers).

· The traffic exchange via the switch used for the central peering should not be reachable to/from the public Internet. 

· The physical switch used for the central peering point should provide certain SLAs agreed by the CRX providers. 

· The central peering point service provider should allow the bilateral cross-connect between any CRX providers within the premises of the central point. 

· The central peering point service provider should provide monitoring and reporting to facilitate the traffic exchange.
· The central peering point service provider should not allow transit peering (i.e., direct connectivity between a CDMA2000 packet data system and the central peering point).
· The central peering point service provider must support static and dynamic routing.
2.7 Proxy AAA Requirement

The RADIUS protocol is a protocol used for exchanging authentication, authorization, and accounting information for CDMA2000 packet data services.   The Proxy AAA Service offered as part of the packet data roaming services by the CRX provider should ensure a maximum interoperability among multiple AAA implementations.   The requirements to do this are:

· The Proxy AAA server should route all the RADIUS packets originated in the visited AAA to the home AAA, and vice versa.  

· The Proxy AAA server should support all the RADIUS attributes defined by IS-835-A. 

· The Proxy AAA server should not drop unknown RADIUS attributes if they are present in the RADIUS Accounting packets.  Further study is needed to investigate the impact of ignoring the unknown RADIUS attributes in Access Request/Response packets. 

· The Proxy AAA server should route RADIUS packets to other Proxy AAA server under a peering agreement. 

· The Proxy AAA server should be allowed to respond to the RADIUS Access Request, based on the home operator's policy, if the Proxy AAA server cannot reach any of the AAA servers in the home CDMA packet data system.

· The Proxy AAA server should be allowed to modify the RADIUS Accounting packets to meet certain proprietary service requirements.

· The Proxy AAA server should be allowed to redistribute the RADIUS Accounting packets to non-CRX providers, such as a data clearing system, for further data processing and services.
· In the event where the network identifier portion of the MSID (e.g., MIN, IMSI) does not correspond to the realm portion of the NAI in the RADIUS Access Request, the Proxy AAA server should be allowed to respond with the RADIUS Access Reject based on the home operator's policy. This may be useful for alleviating the home operator’s AAA server from unnecessary processing.
· The Proxy AAA server should be allowed to rely on the network identifier portion of the MSID (e.g., MIN, IMSI) to route RADIUS messages.  This requires the home operator to notify its MSID’s network identifiers to the CRX provider.  This may be useful for a home operator whose subscribers use a common username but without the realm portion to identify the home operator.
3. Services of CDMA Packet Data Roaming
This section describes implementation requirements for services offered by the CRX provider. It covers the three service components: IP Data Transport, Proxy AAA, and RADIUS Data Clearing and Settlement.
3.1 Network Connectivity and Interconnection
Interconnectivity between CDMA2000 packet data systems can be implemented in two ways:

· Direct bilateral interconnection 

· Interconnection via CRX providers

Although direct interconnections can be considered for CDMA to CDMA roaming, interconnection via a CRX provider is scalable and cost effective for CDMA to CDMA roaming, as well as expandable to inter-standard GPRS/CDMA roaming. 

3.1.1 Network Connection Options

In principle, there should be three types of network connections between the CDMA packet data system’s Border Gateway (Access Router, or CPE) and the CRX provider’s Border Gateway (Edge Router):

· Layer 1 connection (i.e., leased line or fiber), 

· Layer 2 logical connection (i.e. ATM, LAN, FR), or

· Layer 3 IP VPN connection over public Internet (IPSec is recommended)

It is recommended that the CRX provider supports all of the connection options. It is up to the CDMA2000 packet data system o choose the connection type. 

The IPSec implementation must meet the following requirements: 

1. The default encryption algorithm   is DES [10]. The encryption algorithm 3DES, which is stronger than DES, may be used.

2. The IPSec packet format should be ESP in tunnel mode [11]; and 

3. The IPSec implementation should exchange encryption keys either manually or by IKE [12].

3.1.2 IP Addressing and Routing

The CRX provider and their connected CDMA2000 packet data systems should comply with IP addressing guideline specified in section 2.2  

Each CRX provider should indicate its Border Gateway’s IP address to the CDMA2000 packet data system’s Border Gateway, and assign an IP address to the CDMA2000 packet data system’s Border Gateway. The addressing should be from the Public IP address space. BGP-4 is recommended as the IP routing protocol between CDMA2000 packet data system’s Border Gateway and the CRX provider’s Border Gateway to dynamically exchange the IP routing information.  BGP-4 dynamically announces the IP routes between CDMA2000 packet data systems via the CRX provider, and can also be used among multiple CRX providers connecting to the same CDMA2000 packet data system.   

If CDMA2000 packet data systems prefer to use static routing, the CRX provider should be able to support static routing.  

The CRX provider should support BGP-4 protocol and static routing.  It is up to the CDMA2000 packet data system to choose the IP routing protocol.

It is recommended that the CDMA2000 packet data systems follow with the BGP advertisement rules below:

· No host specific route (no mask /32 advertisement) should be advertised between the Border Gateway of the CDMA2000 packet data system and the Border Gateway of the CRX provider.

· The IP route advertisement should be aggregated as much as possible. 

· Each CDMA2000 packet data system should only advertise its own core public IP address range to the CRX provider, for example, only the aggregated IP route address range containing the IP addresses of the PDSN, LAC, LNS, FA, HA, AAA, MS, and application servers should be announced.

· IP route address range advertised from CDMA2000 packet data systems should only contain the IP routes that originate from its own Autonomous System (AS) number, owned by the CDMA2000 packet data system.

3.1.3 CRX IP Transit Backbone

The CRX IP transport backbone should ensure the IP transport services for IP data packets associated with the CDMA Packet Data roaming.  The construction of the IP transit backbone is to the responsibility CRX provider. 

The CRX IP transport backbone should ensure the IP packet exchanges with other CRX providers for CDMA packet data roaming, and other GRX (GPRS Roaming eXchange) providers for inter-standard CDMA/GPRS roaming. The IP packet exchange between CRX providers should use BGP-4 to dynamically advertise the IP routes learned from each individual CRX provider.

The CRX IP transport backbone should insure the security and QoS for the IP packets carried within its own IP backbone network.  This network should be invisible to the Public Internet and inaccessible from the Public Internet.

3.1.4 Autonomous System Number (ASN)

BGP4 dynamic routing requires an ASN as the ID for each domain of an IP network, such as operator’s CDMA network. To avoid the potential conflict for the ASN associated with the IP routing information during the CDMA roaming exchange, it is recommend to use “public ASN” instead of private ASN.
3.2 RADIUS Proxy Service

Figure 3 shows the RADIUS message flows:

(1)  Access-Request/Response for Authentication and Authorization.  The Access-Response typically is the Access-Accept or Access-Reject.

(2)  Accounting-Request/Response for Accounting  

In Figure 3, several reference points are listed below:

· UDR Logging points:  V3, V4, H3, H4, P30, P31, P40 and P41.   The UDR accounting records should be generated in these points

Event logging points (Optional):  The rest of points are recommended to use as options for service monitoring  
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Figure 3. Proxy AAA Message Flows

The sections below define requirements on the RADIUS Proxy Service provided by the CRX provider.

3.2.1 RADIUS Message Relay

Upon receiving a RADIUS message from the visited AAA server, if the realm of a home operator is available in the RADIUS message, the Proxy AAA server should provide the domain-based (username@domain) routing to forward the RADIUS messages to the Home AAA server for authentication, authorization and accounting.  If the realm is not available, the Proxy AAA server should be allowed to rely on the network identifier portion of the MSID (e.g., MIN, IMSI) to route the RADIUS message.  Before routing the RADIUS message, the Proxy AAA server may check the consistency between the network identifier portion of the MSID and the realm portion of the NAI (if available).  If it’s inconsistent, the Proxy AAA server should be allowed to respond with the RADIUS Access Reject, based on the home operator’s policy. If the routing of the RADIUS message fails (e.g., home AAA server is not reachable), the Proxy AAA server should be allowed to respond to the RADIUS Access Request, based on the home operator's policy.

The RADIUS messages should be carried over the Xa interface.

The Proxy AAA server should support the RADIUS attributes described below:

· It should support RFC 2865 [13] and RFC 2866 [14].

· It should support IS-835-A [3].

· It should support the mandatory RADIUS attributes defined in CDG, including the following:

(1) G4 Time stamp, Event-Timestamp (55) in RADIUS message

(2) G1&G2, Acct-Output-Octets (43) and Acct-Input-Octets (42) in the RADIUS message.

· It should not drop unknown RADIUS attributes if they are present in the RADIUS Accounting packets.  Further study is needed to investigate the impact of ignoring the unknown RADIUS attributes in the Access Request/Response packets. 

The Proxy AAA server should be allowed to modify the RADIUS Accounting packets to meet certain proprietary service requirements.

The Proxy AAA server should support the RADIUS Interim Accounting.
The home operator may request the CRX provider to compute GMT offset time for each UDR which is timestamped with GMT time.  The GMT offset time is a local time in the visited system where the UDR is generated.  In order to compute the GMT offset time, the CRX provider needs to know the GMT time-zone offset corresponding to the visited system.  The home operator may request the visited operator to provide to the CRX provider the GMT time-zone offset corresponding to either each PDSN or each Base Station ID (BSID).  The CRX provider shall use RADIUS Vendor-Specific Attributes (VSAs) to convey the GMT offset time and visited carrier’s ID.  The Value field of the GMT-Offset-Time VSA is four octets encoding an unsigned integer with the number of seconds since January 1, 1970 00:00.  The Value field of the Visited-Carrier-ID VSA is encoded with a 6-digit string uniquely identifying the visited operator.  The home operator and CRX provider will decide using which Organizationally Unique Identifier (OUI) in the Vendor-ID field of the VSAs.  

3.2.2 AAA Server Secret Key Management

If IPSec connections are used, the RADIUS Proxy Service should include the key management to ensure the timely update of the key exchanged between the CDMA2000 packet data system’s AAA server and the Proxy AAA server, as well as the key maintenance between the Proxy AAA servers of any two from CRX Peering partners. 

3.2.3 Response for Abnormal RADIUS Messages

There could be two abnormal cases (1) Destination is unknown to the Proxy AAA server (2) The Home AAA server is un-reachable. For either case, the Proxy AAA service provider should work with the CDMA2000 packet data system to define abnormal cases and their corresponding messages. 

3.2.4 RADIUS Accounting (Raw UDR) Mediation

The CRX provider should be responsible to log the RADIUS accounting packets (raw UDR) and redistribute the RADIUS accounting packets to CDMA2000 packet data systems via the Xa interface.  The CRX provider also may send the RADIUS accounting packets to other CRX provider, or non-CRX providers, such as data-clearing systems via the Xi interface, for further data processing and services if the CRX provider does not provide the data clearing service.

3.3 Roaming Scenarios
The IP data transport services provided by the CRX provider should support different roaming scenarios that may exist among CDMA2000 packet data systems.   The details of the roaming scenarios are described in the sections below. 

3.3.1 Simple IP Roaming

This roaming scenario refers to a Simple IP capable mobile station roaming into a visited CDMA2000 packet data system where Simple IP is supported.   Several possible use cases may exist: 

1. If the mobile station needs to access home services residing in the home CDMA2000 packet data system, it is recommended that the visited CDMA2000 packet data system assigns an IP address to the roaming mobile station and routes the user payload traffic through the CRX IP backbone to the home CDMA2000 packet data system.  The CRX providers should manage the IP routing to ensure that the visited CDMA2000 packet data system and the home network can reach each other via the CRX IP backbone.

2. Optionally, L2TP tunnel between the visited and home CDMA2000 packet data systems may be used for the mobile station to access home services residing in the home CDMA2000 packet data system.  In this case, the home CDMA2000 packet data system assigns an IP address to the roaming mobile station.  The CRX providers should manage the IP routing to ensure that the PDSN/LAC at the visited CDMA2000 packet data system and LNS at the home CDMA2000 packet data system can reach each other via the CRX IP backbone. 

3. If accessing the home services that reside in the home CDMA2000 packet data system is not required, it is recommended that the visited CDMA2000 packet data system assigns an IP address to the roaming mobile station and routes the user payload traffic to the Internet directly without traversing through the CRX IP backbone.  Only authentication and accounting packets are allowed to traverse the CRX IP backbone to the home CDMA2000 packet data system.

To avoid conflict of IP addresses among CRX providers, the destination addresses of the application servers (e.g., WAP Gateways, Mail-servers, AAA server, DNS) should be public IP addresses.  The mobile station may be assigned with a public or private IP address.  If L2TP tunneling is not enabled, and if the mobile station is assigned with a private IP address, the address must be translated to a public IP address before the IP packet is sent to the CRX provider. 

3.3.2 Mobile IP Roaming

This roaming scenario refers to a Mobile IP capable mobile station roaming into a visited CDMA2000 packet data system where Mobile IP is supported.  The CRX provider should manage the IP routing between PDSN/FA in the visited CDMA2000 packet data system and HA in the home CDMA2000 packet data system.  Since the CRX backbone is a secured and closed network, invisible and unreachable from the public Internet, IPSec between the PSDN/FA and HA is not needed, for the purpose of reducing unnecessary headers and providing better network performance.  The CRX provider should also manage and support tunnelling used between the PDSN/FA and HA.  

3.4 Data Exchange Interface between third parties (CRXs)

Because CDMA2000 packet data systems can choose roaming service elements from different CRX providers, the serving CRX providers are required to open up interfaces among themselves in order to fulfil the end-to-end packet data roaming traffic across multiple CRX IP backbones.  In a scenario where both visited and home CDMA2000 packet data systems are served by two different CRX providers, there is a need to interconnect the CRX providers via the following interfaces: 

· Interface “Xd”: This interface should be allowed to exchange IP data traffic from each other via central peering point described earlier.  

· Interface “Xa”: This interface should be allowed to exchange RADIUS messages between the peering CRX providers’ Proxy AAA servers over the peering interface “Xd”.  This requires peering CRX providers to exchange domain routing information with each other.

· Interface “Xi”:  This interface is required to ensure a delivery mechanism for raw roaming UDR from a CRX provider to a data clearing system.  The CRX provider should make the raw roaming UDR available to a data clearing system that may or may not belong to that CRX provider.

3.5 Data Clearing and Settlement

Figure 4 shows the CRX reference model 1 for data clearing and settlement. In   Model 1, the settlement service may be provided by a service provider other than the CRX provider, as shown in the figure.  In this case, the CRX provider and the settlement service provider should support the Xf interface.  The data clearing system in the CRX provider prepares the financial information (settlement report) and sends it to the financial settlement  provider.  An example of the financial information format is given in Appendix 4. The communication link for the Xf interface shall be secured from the public Internet.  No specific requirement is imposed on the protocol used for exchanging the financial information over this interface.
The CRX provider may also provide settlement service. Figure 5 shows this case as model 2,  In this case, the support of the Xf interface is not required. Instead, the CRX provider shall support the Xb interface to the financial bank. The interface Xb has been defined in the bank organization already. The format of the Xb interface is given in Appendix 7.
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Figure 4. CRX Data Clearing and Settlement Reference Model 1
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Figure 5. CRX Data Clearing and Settlement Reference Model 2

If the CRX performs Model 1, the data clearing system shall support the functions described in sections 3.5 and 3.6. The CRX shall also meet the requirements from the financial settlement provider given in the section 3.7. 

If the CRX performs Model 2, the data clearing and financial settlement system shall support the functions in section 3.8, in addition to sections 3.5 and 3.6.
The data clearing system may support the Xj interface to facilitate UDR data reconciliation between Visiting Operator, Home Operator and CRX provider.  The detail of the Xj interface is described in section 3.5.2.
3.5.1 UDR

CRX  Providers (Or Financial Settlement  Providers) need to handle only the RADIUS accounting records expressed in the UDR. The UDRs are collected via the Xi interface from the CRX Proxy AAA server. 
3.5.2 Accounting Data Reconciliation

The CRX  Provider shall reconcile the collected UDR with both visited and home operators. The reconciliation process will compare the total number of UDRs on a daily basis per billing cycle. Regarding to the exchange format between the CRX and operators, please refer to the “Appendix 7 – Report comparison in case of trouble” of [9]. 
The data exchange protocol, which is referenced as Xj interface, should be in FTP protocol. The CRX Provider should open an FTP account for both visiting operator and home operator. At 1am GMT time each day, both visiting operator and home operator should upload a daily total data of the previous day to the CRX provider ftp site. On that day, CRX should perform data reconciliation, and post the comparison report onto Web site the next day.
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Figure 6.  An example of Accounting Data Reconciliation Exchange Timeline

The file format of daily UDR report is in XML format. Following is a sample XML daily UDR report:

<?xml version="1.0"?>

<UDRDailyReport carrierBSID="12345" reportDate="2004-09-20" submitDate="2004-09-22">

    <VisitingUDRReport>


<UserDomain name="null">



<TotalRawUDR>




<totalStart>30000</totalStart>




<totalInterim>50000</totalInterim>




<totalStop>28000</totalStop>



</TotalRawUDR>



<TotalUniqueUDR>




<totalStart>25000</totalStart>




<totalInterim>42000</totalInterim>




<totalStop>24000</totalStop>



</TotalUniqueUDR>



<TotalVolume>




<totalFromInterim>





<inputOctets>50000000</inputOctets>





<outputOctets>30000000</outputOctets>




</totalFromInterim>




<totalFromStop>





<inputOctets>80000000</inputOctets>





<outputOctets>70000000</outputOctets>




</totalFromStop>



</TotalVolume>


</UserDomain>


<UserDomain name="cdma1.com">



<TotalRawUDR>




<totalStart>30000</totalStart>




<totalInterim>50000</totalInterim>




<totalStop>28000</totalStop>



</TotalRawUDR>



<TotalUniqueUDR>




<totalStart>25000</totalStart>




<totalInterim>42000</totalInterim>




<totalStop>24000</totalStop>



</TotalUniqueUDR>



<TotalVolume>




<totalFromInterim>





<inputOctets>50000000</inputOctets>





<outputOctets>30000000</outputOctets>




</totalFromInterim>




<totalFromStop>





<inputOctets>80000000</inputOctets>





<outputOctets>70000000</outputOctets>




</totalFromStop>



</TotalVolume>


</UserDomain>


<UserDomain name="cdma2.com">



<TotalRawUDR>




<totalStart>30000</totalStart>




<totalInterim>50000</totalInterim>




<totalStop>28000</totalStop>



</TotalRawUDR>



<TotalUniqueUDR>




<totalStart>25000</totalStart>




<totalInterim>42000</totalInterim>




<totalStop>24000</totalStop>



</TotalUniqueUDR>



<TotalVolume>




<totalFromInterim>





<inputOctets>50000000</inputOctets>





<outputOctets>30000000</outputOctets>




</totalFromInterim>




<totalFromStop>





<inputOctets>80000000</inputOctets>





<outputOctets>70000000</outputOctets>




</totalFromStop>



</TotalVolume>


</UserDomain>

    </VisitingUDRReport>

    <HomeUDRReport>


<VisitingPDSNIP ipaddress="202.123.213.134">



<TotalRawUDR>




<totalStart>30000</totalStart>




<totalInterim>50000</totalInterim>




<totalStop>28000</totalStop>



</TotalRawUDR>



<TotalUniqueUDR>




<totalStart>25000</totalStart>




<totalInterim>42000</totalInterim>




<totalStop>24000</totalStop>



</TotalUniqueUDR>



<TotalVolume>




<totalFromInterim>





<inputOctets>50000000</inputOctets>





<outputOctets>30000000</outputOctets>




</totalFromInterim>




<totalFromStop>





<inputOctets>80000000</inputOctets>





<outputOctets>70000000</outputOctets>




</totalFromStop>



</TotalVolume>


</VisitingPDSNIP>


<VisitingPDSNIP ipaddress="203.111.222.201">



<TotalRawUDR>




<totalStart>30000</totalStart>




<totalInterim>50000</totalInterim>




<totalStop>28000</totalStop>



</TotalRawUDR>



<TotalUniqueUDR>




<totalStart>25000</totalStart>




<totalInterim>42000</totalInterim>




<totalStop>24000</totalStop>



</TotalUniqueUDR>



<TotalVolume>




<totalFromInterim>





<inputOctets>50000000</inputOctets>





<outputOctets>30000000</outputOctets>




</totalFromInterim>




<totalFromStop>





<inputOctets>80000000</inputOctets>





<outputOctets>70000000</outputOctets>




</totalFromStop>



</TotalVolume>


</VisitingPDSNIP>

    </HomeUDRReport>

</UDRDailyReport>

Each operator generates two sections of data: VisitingUDRReport and HomeUDRReport. One section includes the report on collected UDR when operator functions as visiting operator, and the other section includes the report on collected UDR when operator functions as home operator. For VisitingUDRReport section, statistics are grouped by domain name in user name. For HomeUDRReport section, statistics are grouped by PDSN IP address.

Please see appendix 8 for more details on XML schema definition.
This reconciliation shall be done by log session bases. The CRX provider shall decide one log session following the accommodation process of 3.5.6.


3.5.3 Accounting Data Conversion and Rating

The CRX provider shall support the converting and rating function in order to produce financial information (settlement report) sent to Financial Settlement Service Provider or to Financial Bank. This converting and rating function generates financial information from the RADIUS Accounting data.
3.5.4 Format and Adequacy check

The CRX provider shall check the following UDR attributes for format correctness.

· Record length check: This checks if the length of each UDR attribute is within the allowable range.  It also checks if the actual attribute length is the same as the Length field indicates.
· Numeric check: This checks if each field is encoded with the allowed format.  For example, the MSID field should not be populated with string that has alphabetical information.
· Future record check: This checks if an UDR timestamp is not in the future compared to the current time of the check.
· Old record check: This checks if an UDR timestamp is not older than 48 hours from the current time of the check.

The format and adequacy check shall be performed upon receiving UDR in a RADIUS Accounting message (start, stop, or interim).  If the UDR fails the format or adequacy check, the CRX provider shall report the erroneous UDR to both the visited and home operators for their investigation.  The operator and CRX provider will decide using which reporting mechanism.  Erroneous UDR shall not be ratable.

3.5.5 Partner Pair Determination

On behalf of the settlement between both operators, the CRX provider shall determine the roaming partner pair. 
This document does not specify the method of partner pair determination.  Yet, an example is given herein to illustrate partner pair determination.  As an example, the CRX provider uses the attributes “BSID” and MSID (e.g., MIN, IMSI) in the UDR to determine the partner pair.  The visited operator is determined by BSID and the home operator is determined by the network identifier portion of the MSID.  This determination method requires the visited operator to notify all of its BSIDs to the CRX provider and the home operator to notify all of its MSID’s network identifiers to the CRX provider. Also, if a new BSID or MSID’s network identifier is assigned, the operators need to notify the CRX provider 10 business days before the effective date. 

3.5.6 UDR Accommodation

The CRX provider shall perform UDR accommodation.  That is, if a packet data session prolongs more than one day, the daily usage volume shall be calculated from the latest UDR of the current day and the latest UDR of the previous day.  If the Accounting Stop record is not founded in a day, the latest Interim-Update record shall be used to determine the session of each day.
To support UDR accommodation, the CRX provider should use the following RADIUS attributes to correlate UDRs:

· User-Name (standard RADIUS attribute type 1)
· Framed-IP-Address (standard RADIUS attribute type 8)
· Calling-Station-ID (standard RADIUS attribute type 31)
· Account-Session-ID (standard RADIUS attribute type 44)
· BSID (3GPP2 VSA type 10)
Figure 7 depicts an example of UDR accommodation.  The packet data session starts on July 30th and stops on August 1st.  There are five Interim-Update records generated between the Accounting-Start and Accounting-Stop records.  The daily usage volumes for July 30th, July 31st, and August 1st are 200 bytes, 300 bytes, and 200 bytes, respectively.  If the settlement cycle is from the first day to the last day of the month, then 500 bytes belong to the July settlement and 200 bytes belong to the August settlement.
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Figure 7. An example of UDR accommodation
3.5.7 Currency

US$ should be used for financial settlement.  The IMF rate on every Exchange Rate Date of the month should be used for the next billing cycle.

3.5.8 Time Basis

The CRX provider should pick up the time stamps from the accounting stop times of the RADIUS UDRs.  The time stamps are based on the GMT time and defined as a total amount of time from 19700101.  Billing Cycle shall be defined from the calculated time of this "Event-Timestamp.

.  

3.5.9 Rating Unit 

Charge from the visited operator to home operator should be priced based on the data packet (octet, or kilobyte) used at the visited network. Volume based tiered price structure can be defined and should be supported by Settlement service provider.

3.5.10 Settlement Rate Table

Visited carriers shall notify the settlement price per rating unit to the CRX provider either on a partner pair basis or on a general partner basis. New price or updated price should be notified no later than 10 business days before the effective date by the visited operator. 

The CRX settlement service provider shall manage settlement prices on behalf of both visited and home operators as shown in Settlement Rate Table (Figure 8). The CRX provider shall calculate financial amounts based on both the price on the table and the Account Octets in the RADIUS account records. The CRX provider shall send the calculated financial amounts to the financial settlement service provider.
	Visited Operator
	Home Operator
	Settlement Price per Cctet
	Effective Date
	Expiration Date

	AAA
	BBB
	$.00010
	20040101
	99999999

	
	CCC
	$.00030
	20040101
	99999999

	
	DDD
	$.00025
	20040101
	99999999

	
	(default)
	$.00040
	20040101
	99999999

	BBB
	AAA
	$.00100
	20040801
	20041231

	
	CCC
	$.00050
	20050101
	99999999

	
	DDD
	$.00035
	20040801
	99999999

	
	(default)
	$.00040
	20040101
	99999999

	CCC
	(default)
	$.00030
	20041001
	99999999


Figure 8. Settlement Rate Table (Sample)
3.6 Settlement Reporting

The CRX provider shall provide settlement reports that enable both visited and home operators to know their settlement figures. The operators can confirm the figures by checking between the CRX settlement reports and their own billing system output reports. The web-based reports are preferred, and the CRX provider shall prepare for the web-based sign-up system for the operators.

3.6.1 Web-based settlement Reports
The CRX provider shall provide and manage account number (Login ID) and Password for each operator to access the web-based settlement reporting system. CRX provider can assign and distribute account number (Login ID) to operators, and the operators can choose their own passwords.

3.7 The requirements from  Financial  Settlement Provider

This section focuses on the requirements to the CRX provider from the financial settlement provider, if the CRX provider performs Model 1 shown in Figure 4. The definition of the settlement report is the following: 

· The reports will contain the gross payable and gross receivable amount expected between roaming partners.
· All settlement reports for Financial Net Settlement will be provided in a standard format approved by the CDG International Roaming Team and will be exchanged electronically by the CRX provider(s) involved. This is shown in Appendix 4.
· All financial positions will be balanced to the second decimal place prior to the data being transferred to the financial settlement provider, thereby requiring CRX peer-to-peer communication as described in Section 3.9 below.

The CRX provider service offering selected for the purpose of performing the wholesale settlement between the CDMA Packet Data Roaming partners must meet the following requirements:

· Partner Relationship Terms

· The Financial Net Settlement Provider must receive data on a partner pair basis from the CRX provider in order to produce Gross Payable, Gross Receivable and Net Positions.  

· Contact information for the partner must be available for creating and sending the invoice by the end of the month following the close of the billing period.  

· Data Acquisition

· Ability to receive data from all applicable CRX provider processing aggregators, including established or capable of establishing electronic exchange mechanism. 

· Ability to process and record data in an automated fashion, thereby avoiding degradation in data integrity.

· Procedures in place to ensure appropriate communication with data source CRX provider in case of problems/issues.

· Reconciliation

· Must reconcile all pay/receive positions between all roaming partner pairs.  This reconciliation is performed after the reconciliation process between CRX peers if two different CRX providers are involved between two partners.  The latter reconciliation is to ensure no data corruption has occurred in transmission from the CRX provider.  

· Procedures must be defined to address immediately the differences between settlement reports including time scales for either reconciling or carrying forward differences in order not to delay overall settlement among partners.

· Reconciliation has two components:

· Reconciliation between settlement reports;

· Subsequently received invoice from the partner or the partner’s financial settlement provider.  

· Comparison between the payable and the receivable amount between the originally received settlement report from the customer’s CRX provider.  The amount stated to be paid from the CRX provider must match the invoice payable amount from the partner.  If this data is different then the investigation must be pursued to determine the source of the difference.  Settlement must not occur until all positions are reconciled.

· The Financial Settlement Provider is responsible to provide all adjustments between partners to ensure that positions are settled with sufficient audit trails.

3.8 The Financial  Settlement Function

This section focuses on the financial settlement functions, if the CRX provider performs Model 2 shown in Figure 5. 

· Invoices

· Given the billing cycle example in Appendix 6, the invoices are sent no later than the 5th of each month, but preferably to have the invoices sent by the 1st of the month following the end of the billing period.  If an invoice is received after the Exchange Rate Date (e.g., 10th) of the month following the end of the billing period, it is possible that the invoice amount is not included in the settlement process.  

· The invoice must contain the following information when sent on behalf of the visited operator:

· Invoice Date

· Invoice Number based on a commonly defined method of nomenclature, identifying the partners and perhaps the period in question.

· The wire transfer details for payment, including all relevant codes and bank name.

· Contact information for the Financial Settlement provider as well as the operator.

· Amount due for the billing period stipulating any taxes separately.  The amount due will include the expected currency of payment and the exchange rate of settlement currency to U. S. dollar used from the Exchange Rate Date of the month prior to the beginning of the billing period.

· Invoice must be sent electronically, in individual files from Financial Settlement Providers.  

· All Financial Settlement Providers within 6 months of starting operations of settlement for packet data roaming must agree to an electronic form of invoice data exchange, thereby allowing for immediate parsing into databases.  The invoice may be produced in image form subsequent to the implementation of electronic exchange; however, it will be for the purpose of information only, not a settlement data source. 

· Funding and Settlement

· Financial Settlement Providers must establish a funding and settlement calendar that meets the settlement date of the last day of the month or 30 days from the date of the invoice.

· Netting

· For those partners that employ the same Financial Settlement Provider, the provider must perform a multilateral net settlement process among the participants.  The multilateral settlement process must incorporate sufficient incentives to comply with the settlement calendar in order to affect the most assured settlement process.

· The Financial Settlement Provider must also provide settlement with those partners that do not serve the customer’s partner.  
· Interface to the Financial Bank
· Financial Settlement Provider, CRX provider, visiting operators and home operators should exchange their bank account info prior the commercial launch of the service.

· Each month,

· For the operators with net amount due to Financial Settlement Provider, the payment schedule is net30. Upon the due date, the operators should wire amount due to the bank account of Financial Settlement Provider.

· For the operators with net amount due by Financial Settlement provider, the payment schedule is net45. Upon the due date, the Financial Settlement Provider should wire amount due to the bank account of the Operators

· See Appendix 7

3.9 Central Peering Point

The Central Peering Point is the location that facilitates the exchange of traffic with different interfaces between different CRX providers.  A separate service provider other than the CRX providers should manage the Central Peering Point.   The Central Peering Point should meet all carrier-hosting requirements in terms of security and SLA guarantees. 

Peering between CRX providers can also be implemented using the bilateral interconnections under the agreement between any two CRX providers.  

  3.10 The schedule of Peering Settlement

CRX peers are required to reconcile Gross Payable and Gross Receivable positions between roaming partners prior to the delivery of data to the Financial Settlement Provider.  This requirement ensures that those parties that have access to all UDR data have validated the appropriate positions prior to the settlement process beginning.  Based on the Billing Cycle example given in Appendix 6, the CRX providers reconcile by the following schedule:

· Cut-off data exchange for the current period settlement by the 17th at midnight GMT.

· Exchange reports among CRX providers (using predetermined electronic format) by the 18th.

· Reconciliation of positions by the 19th.

· Settlement reports capable of being produced and sent to the Financial Settlement Provider between the 23rd and the 25th of the month, in time for Financial Settlement Provider to perform reconciliation and invoice generation.

Reconciliation at the CRX provider must be to the 2nd decimal place in the U. S. dollar and foreign currency amount.

4. Service Level of CDMA Packet Data Roaming Network

This section provides a guideline for the Service Level Agreements between a CDMA2000 packet data system and a CRX provider. It describes the SLAs for (1) the IP Transport Service (2) the Proxy AAA Service (3) and Data Clearing and Financial Settlement.

The SLAs described herein are between the CDMA2000 packet data system and its CRX provider.  SLAs between CRX providers are for further study.  End-to-end SLAs between visited and home CDMA2000 packet data systems via CRX provider(s) also are for further study.

4.1 Network Service Level Agreement (Network SLA)

4.1.1 Network SLA Coverage

The network SLA refers to the agreement for guaranteed performance of IP transport services related to the traffic over Xd interface.  In principle, the agreement should address the interconnectivity between a CDMA2000 packet data system and a CRX provider, for CRX IP backbone as well as the interconnectivity between CRX providers.  This network SLA should be prepared and provided by individual CRX providers.

Within this document, the network SLA should include

(1) Services Offered

Defined as the “IP Transport” service for the traffic carried over the Xd interface and transited within CRX providers between the Visited and Home CDMA2000 packet data systems. 

(2) Service Guarantees

Service guarantees should meet the Network QoS Specifications defined in 4.1.2. Additionally, there should be a defined reporting procedure to provide the results of measurements to CDMA2000 packet data systems. 

Credit should be granted to CDMA2000 packet data systems if the service guarantee is not met. 

(3) Responsibilities

The CRX provider should define its responsibility to operate and support the services offered.  At a minimum, 24x7 NOC support should be provided. 

(4) Reaction Patterns

The network SLA should define the reaction to the degradation of services and network failures. Possible reactions are:

a. Log the event

b. Notification to CDMA2000 packet data system

c. Resolution and troubleshooting of the problems, including escalation.

4.1.2 Network QoS Specifications

Network QoS specifications refer to the parameters defined to support the guaranteed SLA coverage specified in section 4.1.1. The QoS parameters defined in the network SLA section or document should include:

(1) Network Availability

The Network Availability defined here refers to the network uptime. It should consider the following components:

· Network availability for the interconnectivity between CDMA2000 packet data system and CRX provider – primarily referring to Xd availability. 

· Network availability for the IP backbone of the CRX provider.

· Network availability of the interconnectivity with other CRX providers at the peering points or locations.

· Network availability for connection to the Proxy AAA platform in the CRX provider if the CRX provider supports both Xd and Xa interface services. 

· Network availability for Xi interface.

(2) Network Latency

Network Latency refers to the IP packet transfer delay between the Border Gateways of two CDMA2000 packet data systems via the CRX providers. Network Latency is mainly caused by the propagation delay and depends on several factors, including the distance, number of intermediate hops and the available bandwidth. Network Latency consists of the packet transfer delay between the CDMA2000 packet data system and the CRX provider, between the CRX providers, and within the CRX providers’ IP backbones. 

A one-way latency for end-to-end delay between the Border Gateways of two CDMA2000 packet data systems is suggested to have the following upper limits:

· IP packet transfer delay (latency) :

400 ms (mean)

· IP packet transfer delay variation (jitter):
20 ms (Standard Deviation)

(3) Packet Loss Rate

Packet Loss Rate is associated with the packet loss when the packets are routed between the Border Gateways of two CDMA2000 packet data systems.   Packet Loss Rate consists of the packet loss between the CDMA2000 packet data system and the CRX provider, between the CRX providers, and within CRX providers’ IP backbones. Individual CRX provider should specify the packet loss rate.

The maximum packet loss rate is suggested to be 0.3%.  This value includes failover events.
 4.2 Proxy AAA Service Level Agreements (Proxy AAA SLAs)

4.2.1 Proxy AAA SLA Coverage

Proxy AAA SLAs should include:

(1) Services Offered

Defined as the “AAA” service over the “Xa” interface.   

(2) Service Guarantees

Service guarantees should meet the Proxy AAA QoS Specifications defined in 4.2.2. Additionally, there should be a defined reporting procedure to provide the measurement results to CDMA2000 packet data systems. 

Credit should be granted to CDMA2000 packet data systems of the service guarantee is not met. 

(3) Responsibilities

The CRX provider should define its responsibility to operate and support the services offered.  At a minimum, 24x7 NOC support should be provided.

(4) Reaction Patterns

The network SLA should define the reaction to of degradation of services and network failures. Possible reactions are:

a. Log the event

b. Notification to CDMA2000 packet data system

c. Resolution and troubleshooting of the problems, including escalation.

4.2.2 Proxy AAA QoS Specifications

Proxy AAA QoS specifications should include:

(1) Proxy AAA Service Availability

Proxy AAA Service Availability refers to the availability of the CRX Provider Proxy server to process the RADIUS request/respond messages to/from the CDMA2000 packet data systems.

The availability parameters should be agreed to between the CDMA2000 packet data system and the CRX provider. 

(2) Proxy AAA Response Latency

Proxy AAA Response Latency refers to the duration between the time when a CDMA2000 packet data system sends a RADIUS request to the Proxy AAA server and the time when that CDMA2000 packet data system receives a response to that request.

The response latency parameter should be less than 1 second.

4.3 Data Clearing and Financial Settlement Service Level Agreements

Data clearing and financial settlement can be implemented either by a CRX provider or by the CDMA2000 operators themselves.  The SLA for this part should be defined by the detailed service offering of the Data Clearing System. 

Data Clearing
Data clearing is a process where the amount of money each operator owes the other, based on the tariffs each charges the other for the delivery of data messages, is calculated for the clearing period (typically 1 month) and then compared. The data clearing system then subtracts the 2 amounts and the operator with the higher amount owes the difference.
· The data clearing provider is responsible for collection of all data and making all calculations. 

· The data clearing provider must guarantee collection of 99.9% of all data messages between member operators. 

· The data clearing system must be available 99.99% of the clearing period. 

· The data clearing provider must provide a GUI for the data collection system that partners can use to view their data.
Financial Settlement
Financial Settlement is the transfer of funds from the account of Operator A to Operator B when the data clearing process has determined that in the exchange of data between the 2 operators, Operator A ultimately owes Operator B.
· The amount of money Operator A transfers to operator B must exactly match the results of the clearing process. 

· The transfer must be verified by an acknowledgement from the settlement system with the amount of money transferred. 

· The transfer should take place within 12 hours of the completion of the monthly clearing process.
 

4.4 Support
The CRX provider should provide 24x7 NOC support to CDMA2000 packet data systems.   The CRX provider should have the monitoring systems in place to monitor availability and performance of offered services.  The CRX provider should specify the operational procedure and reaction procedure for any fault alert.  The CRX provider should also define a list of severity levels and the response times for each code.

5. Service Migration to CDMA2000/GPRS Inter-standard Packet Data Roaming

It is foreseeable that the CRX infrastructure will be required to support a roaming scenario where the subscriber of a CDMA2000 packet data system roams into a GPRS/GSM system.  This is an one-way inter-standard packet data roaming. 

The Mobile Station (MS) could be a CDMA2000 and GPRS/GSM dual-mode device with R-UIM (or GSM SIM) supporting both CDMA2000 authentication and SIM authentication. The MS could also be a GPRS/GSM single-mode device but with R-UIM supporting SIM authentication.

This section describes implementation guide for the following items:

(1) MS registration and SGSN attachment in visited GPRS/GSM system  

(2) Bearer connectivity establishment

(3) Data clearing and settlement

5.1 Mobile Station Registration and SGSN Attachment

Similar to packet data roaming between Visited and Home CDMA2000 packet data systems using SS7 interworking, the CDMA2000 MS registration at Visited GPRS/GSM system is fulfilled over SS7 interworking. J-STD-038B has defined an Interworking and Interoperability Function (IIF) to facilitate GPRS/GSM registration and attachment procedure over existing SS7 interworking. As specified in J-STD-038B, IIF can be located in the CDMA packet data system, the GPRS/GSM system, both the CDMA packet data system and the GPRS/GSM system, or an external 3rd Party.  The implementation will depend on the operator’s requirements and assumed to be already existed for voice inter-standard roaming.  

5.2 Bearer connectivity establishment

Once the CDMA2000 MS is attached to SGSN at the Visited GPRS/GSM system, the next step is to establish bearer connectivity that requires PDP activation.  In principle, the PDP activation procedure consists of the following components:

· Location of the serving GGSN based on APN defined at MS 

· Transparent and non-transparent authentication

· IP address assignment

· IP data access, or WAP access 

The following are two reference models depending on where the PDP activation components are located: 

· PDP activation components (i.e., GGSN/GPRS-DNS) at the home CDMA2000 packet data system.

· PDP activation components (i.e., GGSN/GPRS-DNS)  at the CRX provider.

5.2.1 Reference Model 1 (GGSN at Home CDMA2000 Packet Data System)


[image: image8.wmf]Visited

GPRS/GSM System

Home

CDMA2000 Packet Data System

Border

Gateway

SGSN

Visited

GPRS-DNS

Xd

Border

Gateway

Root

GPRS-DNS

Xs

BG/GGSN

Xd

Xs

Home

GPRS-DNS

Xs

GSMA Root

GPRS-DNS

GRX/CRX

HOME

AAA

Xa


Figure 9. CDMA2000/GPRS Roaming Reference Model 1

In Reference Model 1, the GGSN is hosted inside the home CDMA2000 packet data system, and the CRX provider supports GRX functions providing connectivity between the visited GPRS/GSM system and home CDMA2000 packet data system.  

This reference model supports the following usage scenarios:

· The MS in the Visited GPRS/GSM system can access the application servers in the home CDMA2000 packet data system, via the GTP tunnelling between Visited SGSN and Home GGSN.  

· The MS in the visited GPRS/GSM system can also access the Internet or Corporate Intranet through the GTP tunnel and the home CDMA2000 packet data system.

The GTP tunnel is established via the PDP activation procedure [7] over the Xd interface. 

The CRX provider should insure the interconnectivity (or peering) with the GPRS Roaming eXchange (GRX). The CRX provider should exchange the IP routing with GRX provider to provide an end-to-end IP transport for the mobile data packet traffic between the visited GPRS/GSM system and the home CDMA2000 packet data system.  The network SLA should be based on PRD IR.34. The Xd interface is a secured and high-quality IP transport for GTP tunnels as well as for other traffic. 

For the Inter-standard roaming, an additional interface “Xs” is defined. It is an interface used to query the IP address of the Home GGSN. Reference Model 1 requires the home GPRS-DNS server to maintain a record of IP address of the Home GGSN’s IP address, understand the GPRS domain, and comply with GSMA PRD IR35 specification.   This Home GPRS-DNS server should not be reachable from Public Internet.  

The Visited SGSN initiates the DNS query according to the Access Point Name (APN) collected from the MS.  The Visited GPRS-DNS server must communicate with the Root GPRS-DNS server located in the CRX provider. The Root GPRS-DNS server communicates with the Home GPRS-DNS server for the Home GGSN’s Name Server (NS) records and updates the records to the GSMA Root DNS server. 

When the Home GGSN is configured as a non-transparent implementation, it can launch RADIUS messages to Home AAA server for authentication/authorization as well as accounting processes. 

The Home GGSN optionally can be configured to support L2TP tunnelling from LAC on GGSN to LNS on a different corporate intranet sites. The CDMA2000 packet data system working with a 3rd Party should decide the detailed configuration.

The GGSN in the home CDMA2000 packet data system is responsible for assigning an IP address to the MS via PDP context activation.  The GGSN may assign public or private IP address.  If a private IP address is assigned to the MS that is accessing the Internet through the home CDMA2000 packet data system, it needs to perform NAT before routing the MS’s data traffic to/from the Internet.

Figure 10 is a call flow for CDMA2000/GPRS Roaming Reference Model 1.  The detail of the flow and explanations can be found in [5].
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Figure 10. Call Flow for CDMA2000/GPRS Roaming Reference Model 1

Since the GTP tunnel provides connectivity back to the home CDMA2000 packet data system, Mobile IP is not necessary for Reference Model 1.  The Mobile IP tunnel would incur unnecessary overhead.

5.2.2 Reference Model 2 (GGSN at CRX Provider)
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 Figure 11. CDMA2000/GPRS Roaming Reference Model 2

In Reference Model 2, the GGSN and GPRS-DNS server are hosted in the CRX provider on behalf of the CDMA2000 packet data system.  The CRX provider supports both GRX and CRX functions providing connectivity between the visited GPRS/GSM system and home CDMA2000 packet data system.  

This reference model supports the following usage scenarios:

· Mobile IP MS in the visited GPRS/GSM system can access the application servers in the home CDMA2000 packet data system or Internet through the home system.

· Simple IP MS in the visited GPRS/GSM system can access the application servers in the home CDMA2000 packet data system or Internet through the home system.

The CRX provider should be allowed to support the following configurations:

· GGSN/FA is used for supporting the GTP tunnel between the SGSN and the GGSN, and the MIP tunnel between FA and HA.

· GGSN/LAC is used for supporting the GTP tunnel between the SGSN and the GGSN, and the L2TP tunnel between LAC and LNS.

· GGSN/BG is used for supporting the GTP tunnel between the SGSN and the GGSN, and VPN tunnel between the border gateways of the CRX provider and the home CDMA2000 packet data system.

Under this model, the GGSN should be configured as non-transparent to send AAA messages to the Proxy AAA server for relaying the RADIUS messages to the Home AAA server.

The network SLA and proxy AAA SLA between the CRX provider and the home CDMA2000 packet data system should be based on Section 4.  The network SLA between the CRX provider and the visited GPRS/GSM system should be based on PRD IR.34.

IP address management configurations:

· For Mobile IP MS, the HA in the home CDMA2000 packet data system is responsible for assigning an IP address to the MS via Mobile IP registration. The HA may assign public or private IP address.  If a private IP address is assigned to the MS that is accessing the Internet through the home CDMA2000 packet data system, it needs to perform NAT before routing the MS’s data traffic to/from the Internet.

· For Simple IP MS, if L2TP tunnelling is used between the CRX provider and the home CDMA2000 packet data system, the LNS in the home CDMA2000 packet data system is responsible for assigning an IP address to the MS via PPP IPCP.  The LNS may assign public or private IP address.  If a private IP address is assigned to the MS that is accessing the Internet through the home CDMA2000 packet data system, it needs to perform NAT before routing the MS’s data traffic to/from the Internet.

· For Simple IP MS, if VPN tunnelling is used between the border gateways of the CRX provider and the home CDMA2000 packet data system, the GGSN in the CRX provider is responsible for assigning an IP address to the MS via PDP context activation.  The GGSN may assign public or private IP address.  If private IP address is assigned to the MS, the GGSN in the CRX provider should perform NAT on the MS’s data traffic.  Since the CRX provider manages the IP addresses on behalf of the home operator, the home operator needs to provide IP addressing information (e.g., public or private, address space, etc.) to the CRX provider.

5.2.2.1 Call Flow for MS using Mobile IP

Figure 12 is a call flow for CDMA2000/GPRS Roaming Reference Model 2 if the MS in the visited GPRS/GSM system uses Mobile IP.
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Figure 12. Call Flow for CDMA2000/GPRS Roaming Reference Model 2 using Mobile IP

1. The MS performs GPRS attach with a SGSN.

2. The MS sends the Activate PDP Context Request to the SGSN.  The Requested PDP Address is omitted in the message regardless the MS has a static Mobile IP home address or wishes to obtain a new Mobile IP home address.

3. The SGSN selects a GGSN based on the APN.  Via the GPRS-DNS procedure (steps 2 to 7 in Figure 11), the SGSN obtains the address of the GGSN in the CRX provider.

4. The SGSN sends the Activate PDP Context Request to the GGSN in the CRX provider to set-up a PDP context for the MS.  The message includes the APN, but the Requested PDP Address is omitted.

5. The GGSN in the CRX provider sends the Create PDP Context Response to the SGSN that in turn sends the Activate PDP Context Accept to the MS.  The PDP Address in both messages is set to 0.0.0.0 to indicate that the PDP address will be reset later after successful Mobile IP registration.

6. The FA in the CRX provider sends one or more Mobile IP Agent Advertisements to the MS, because the omission of the Requested PDP Address in the Activate PDP Context Request is the indication that the MS wishes to use Mobile IP.  The Agent Advertisement is sent over the established PDP context.  The Agent Advertisement contains the FA Care-of Address and the FA Challenge (FAC).

7. The MS sends the Mobile IP Registration Request to the IIF over the PDP context.  The following information contained in the Registration Request is worth of noting:

· MS’s NAI [15] has the format of <username>@<domain_name>, where the domain_name identifies the MS’s home CDMA2000 system.

· MS-HA authenticator is computed based on the content of the Registration Request and the secret shared between the MS and HA [16].

· FAC authenticator is computed based on the FAC and the secret shared between the MS and home AAA server [17].

· HA Address field is set to a known value if the MS uses a permanent HA, or to 0.0.0.0 if the MS wants a new HA assigned by the home network.  

· Home Address field is set to a known value if the MS uses a permanent address, or to 0.0.0.0 if the MS wants a new address assigned by the HA.

· T-bit is set to one to enable a reverse tunnel from the IIF to the MS’s HA.

8. The RADIUS client in the CRX provider sends a RADIUS Access-Request to the home AAA server.  The RADIUS Access-Request conveys MS’s NAI, FAC authenticator, FAC, HA address, etc. [3].

9. If the authentication is successfully, the home AAA server responds with the RADIUS Access-Accept that includes the MS’s HA address.  This address can be the same as the MS’s permanent HA address indicated in the RADIUS Access-Request, or a new HA address assigned to the MS in the case of dynamic HA.

10. Based on the HA address in the RADIUS Access-Accept, the FA in the CRX provider forwards the Mobile IP Registration Request to the appropriate HA in the home system.

11. The HA verifies the MS-HA authenticator in the Mobile IP Registration Request.  If the HA doesn’t have the shared secret, as in the case of dynamically assigned HA, it communicates with the home AAA server for the shared secret.  The HA responds with the Mobile IP Registration Reply containing a registration result (e.g., successful or an error code).  If the MS wishes for a new home address, a new address is returned in the Registration Reply; otherwise, the MS’s permanent address is returned.

12. The FA in the CRX provider forwards the Mobile IP Registration Reply to the MS over the appropriate PDP context.

13. The GGSN in the CRX provider updates its PDP context by setting the PDP address to the MS’s home address (as indicated in the Registration Reply).  The PDP address (hence the MS’s home address) is associated with a GTP tunnel identified by the Tunnel Endpoint ID (TEID).

14. The GGSN in the CRX provider triggers the GGSN-initiated PDP Context modification procedure in order to update the PDP address in the SGSN and MS [5].  The GGSN in the CRX provider sends the Update PDP Context Request to the SGSN that forwards it to the MS.

15. The MS responds with the Update PDP Context Response to the SGSN that forwards it to the GGSN in the CRX provider.

16. The RADIUS client in the CRX provider sends the RADIUS Accounting-Request (Start) to the home AAA server [3].

17. The home AAA server responds with the RADIUS Accounting-Response.

18. Bearer traffic traverses through the CRX provider in both directions since the reverse tunneling from the FA in the CRX provider to HA is enabled.  For routing MS-originated packets, the CRX provider maintains the mapping from the MS’s PDP context to the MS’s MIP tunnel.  For routing MS-terminated packets, the CRX provider maintains the mapping from the MIP tunnel to the MS’s PDP context.  

5.2.2.2 Call Flow for MS using Simple IP with L2TP Tunnelling between CRX Provider and Home System

Figure 13 is a call flow for CDMA2000/GPRS Roaming Reference Model 2 if the MS in the visited GPRS/GSM system uses Simple IP and L2TP tunnelling is used between the CRX provider and home CDMA2000 packet data system.
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Figure 13. 
Call Flow for CDMA2000/GPRS Roaming Reference Model 2 using Simple IP and L2TP tunnelling between the CRX provider and home CDMA2000 packet data system 

1-5. Same as Figure 12. 

6. After the PDP context is established, the MS and the LAC in the CRX provider perform PPP LCP negotiation.  CHAP is negotiated as the protocol for PPP authentication.

7. The LAC sends a CHAP challenge to the MS.

8. The MS replies with its NAI and a challenge response computed based on the challenge and the secret shared with the home AAA.  The RADIUS client in the CRX provider sends the RADIUS Access-Request to the home AAA.

9. If the authentication is successful, the home AAA responds with the RADIUS Access-Accept.  The Tunnel-Server-Endpoint attribute is included to inform the LAC to establish a L2TP tunnel with the LNS in the home CDMA2000 packet data system.  The LAC sends the CHAP Success to inform the MS about the successful authentication. 

10. The LAC and LNS establish a L2TP tunnel/session for the MS.  During the L2TP tunnel/session establishment, the LAC forwards the LCP information (exchanged between the MS and LAC) to the LNS.

11. The LNS and MS perform PPP IPCP negotiation.  The LAC relays IPCP messages between the L2TP tunnel and PDP context.  During the negotiation, the LNS assigns an IP address to the MS.  The GGSN in the CRX provider will use this address as the MS’s PDP address.  Before the PPP IPCP negotiation, the LNS may use CHAP to authenticate the MS.  This optional procedure is not shown in the figure.
12. The GGSN notifies the SGSN and MS about the updated PDP address because it is set to 0.0.0.0 initially.  The GGSN sends the Update PDP Context Request to the SGSN that forwards it to the MS.

13. The MS responds with the Update PDP Context Response to the SGSN that forwards it to the GGSN.

14. The RADIUS client in the CRX provider sends the RADIUS Accounting-Request (Start) to the home AAA server [3].

15. The home AAA server responds with the RADIUS Accounting-Response.

16. Bearer traffic traverses through the CRX provider in both directions.  For routing MS-originated packets, the CRX provider maintains the mapping from the MS’s PDP context to the MS’s L2TP tunnel/session.  For routing MS-terminated packets, the CRX provider maintains the mapping from the MS’s L2TP tunnel/session to the MS’s PDP context.

5.2.2.3 Call Flow for MS using Simple IP with VPN Tunnelling between CRX Provider and Home System

Figure 14 is a call flow for CDMA2000/GPRS Roaming Reference Model 2 if the MS in the visited GPRS/GSM system uses Simple IP and VPN tunnelling is used between the CRX provider and home CDMA2000 packet data system.  The detail of the flow and explanations is similar to Figure 10 and can be found in [5].
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 Figure 14. 
Call Flow for CDMA2000/GPRS Roaming Reference Model 2 using Simple IP and VPN tunnelling between the CRX provider and home CDMA2000 packet data system 

5.3 Data Clearing and Settlement

The following figures are data clearing and settlement reference models for inter-standard CDMA2000/GPRS roaming.  Settlement between Visited GPRS/GSM system and Home CDMA packet data system should be done by using settlement report from GRX/CRX provider. Net Settlement also should be equipped by financial settlement provider.
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Figure 15. CDMA2000/GPRS Data Clearing and Settlement Reference Model 1
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 Figure 16. CDMA2000/GPRS Data Clearing and Settlement Reference Model 2
The GGSN Call Detail Record (G-UDR) is transported over the Ga interface [8].

6. Future Considerations

This document has provided guidelines for CRX providers to enable CDMA2000 packet data roaming as well as CDMA2000/GPRS inter-standard roaming.  This includes three service components: (1) IP Data Transport, (2) Proxy AAA (3) Data Clearing and Settlement. These three services can be offered together or separately. 

In addition, the CRX network infrastructure could also be used to support operators’ future services requiring security, QoS, and interworking.  Some examples of possible future services are:

· MMS across same or different technologies, 

· Inter-carrier PoC over same or different technologies, 

· IMS interworking for same or different technologies, and 

· WLAN interworking between CDMA2000 and WLAN systems.

Appendix 1 – Carrier Specific Customisation

TBD

Appendix 2 – Reporting

TBD

Appendix 3 – IS-835-A RADIUS Attributes Table

The following table provides a guide to the IETF RADIUS attributes and 3GPP2 vendor specific attributes that may be found in IS-835-A [3].  The VSA types 26 with vendor ID 5535 are reserved for 3GPP2.  The other types of RADIUS attributes are standard attributes defined by IETF. The entries in the table are defined as follows:

	0
	This attribute must not be present.

	0+
	Zero or more instances of this attribute may be present.

	0-1  
	Zero or one instance of this attribute may be present.

	1
	Exactly one instance of this attribute must be present.


	RADIUS Attributes
	Type
	Access-Request
	Access-Accept
	Accounting Start
	Accounting Stop
	Accounting 

Interim-Update

	User-Name
	1
	1
	0-1
	1
	1
	1

	User-Password
	2
	0-1
	0
	0
	0
	0

	CHAP-Password
	3
	0-1
	0
	0
	0
	0

	NAS-IP Address
	4
	0-1
	0
	0-1
	0-1
	0-1

	Framed-IP-Address
	8
	0-1
	0-1
	1
	1
	1

	Session-Timeout
	27
	0
	0-1
	0
	0
	0

	Idle-Timeout
	28
	0
	0-1
	0
	0
	0

	Calling-Station-ID
	31
	1
	0
	1
	1
	1

	NAS-Identifier
	32
	0-1
	0
	0-1
	0-1
	0-1

	Acct-Status-Type
	40
	0
	0
	1
	1
	1

	Acct-Delay-Time
	41
	0
	0
	0-1
	0-1
	0-1

	Acct-Input-Octets
	42
	0
	0
	0
	1
	1

	Acct-Output-Octets
	43
	0
	0
	0
	1
	1

	Account-Session-ID
	44
	0
	0
	1
	1
	1

	Event-Timestamp
	55
	0
	0
	1
	1
	1

	CHAP Challenge
	60
	0-1
	0
	0
	0
	0

	NAS-Port-Type
	61
	0-1
	0
	0-1
	0-1
	0-1

	IKE Pre-shared Secret Request
	26/01
	0-1
	0
	0
	0
	0

	Security Level
	26/02
	0
	0-1
	0
	0
	0

	Pre-shared Secret
	26/03
	0
	0-1
	0
	0
	0

	Reverse Tunnel Specification
	26/04
	0
	0-1
	0
	0
	0

	Differentiated Services Class Option
	26/05
	0
	0-1
	0
	0
	0

	Container
	26/06
	0
	0
	0
	0+
	0+

	Home Agent
	26/07
	0-1
	0-1
	0-1
	0-1
	0-1

	KeyID 
	26/08
	0
	0-1
	0
	0
	0

	Serving PCF
	26/09
	0
	0
	1
	1
	1

	BSID
	26/10
	0
	0
	1
	1
	1

	User Zone
	26/11
	0
	0
	0-1
	0-1
	0-1

	Forward Mux Option
	26/12
	0
	0
	0-1
	0-1
	0-1

	Reverse Mux Option
	26/13
	0
	0
	0-1
	0-1
	0-1

	Service Option
	26/16
	0-1
	0
	1
	1
	1

	Forward Traffic Type
	26/17
	0
	0
	0-1
	0-1
	0-1

	Reverse Traffic Type
	26/18
	0
	0
	0-1
	0-1
	0-1

	Fundamental Frame Size
	26/19
	0
	0
	0-1
	0-1
	0-1

	Forward Fundamental RC
	26/20
	0
	0
	0-1
	0-1
	0-1

	Reverse Fundamental RC
	26/21
	0
	0
	0-1
	0-1
	0-1

	IP Technology
	26/22
	0-1
	0
	1
	1
	1

	Compulsory Tunnel Indicator

	26/23
	0
	0-1
	0-1
	0-1
	0-1

	Release Indicator
	26/24
	0
	0
	0
	1
	0

	Bad PPP Frame Count
	26/25
	0
	0
	0
	0-1
	0-1

	Number of Active Transitions
	26/30
	0
	0
	0
	1
	1

	SDB Octet Count (Terminating)
	26/31
	0
	0
	0
	0-1
	0-1

	SDB Octet Count (Originating)
	26/32
	0
	0
	0
	0-1
	0-1

	Number of SDBs (Terminating)
	26/33
	0
	0
	0
	0-1
	0-1

	Number of SDBs (Originating)
	26/34
	0
	0
	0
	0-1
	0-1

	IP Quality of Service
	26/36
	0
	0
	0-1
	0-1
	0-1

	Number of HDLC layer bytes received
	26/43
	0
	0
	0
	0-1
	0-1

	Correlation ID
	26/44
	1
	0-1
	1
	1
	1

	Inbound Mobile IP Signaling Octet Count
	26/46
	0
	0
	0
	0-1
	0-1

	Outbound Mobile IP Signaling Octet Count
	26/47
	0
	0
	0
	0-1
	0-1

	Session Continue
	26/48
	0
	0
	0
	1
	0-1

	Active Time
	26/49
	0
	0
	0
	0-1
	0-1

	DCCH Frame Format
	26/50
	0
	0
	0-1
	0-1
	0-1

	‘S’ Key
	26/54

	0
	0-1
	0
	0
	0

	‘S’ Request
	26/55

	0-1
	0
	0
	0
	0

	‘S’ Lifetime
	26/56


	0
	0-1
	0
	0
	0


Appendix 4 – Financial Information (Settlement Reports)

	
	File Format
	
	
	
	

	
	
	
	
	
	

	
	Header1
	
	
	
	

	No.
	Parameter
	Format
	Byte Length
	Position
	Values

	h1
	CRX ID
	N
	5
	1
	Assigned value5

	h2
	Date Submitted
	N
	6
	6
	YYMMDD

	h3
	Currency Type
	N
	2
	12
	US$ : 01

	h4
	Beginning Settlement Date
	N
	6
	14
	YYMM16

	h5
	Ending Settlement Date
	N
	6
	20
	YYMM15

	h6
	Application Version
	N
	2
	26
	Valid Value: 01

	
	Data Record
	
	
	
	

	No.
	Parameter
	Format
	Byte Length
	Position
	Values

	d1
	CRX ID
	N
	5
	1
	Assigned value5

	d2
	Currency Type
	N
	2
	6
	US$ : 01

	d3
	Visited Carrier Name
	AN
	10
	8
	 

	d4
	Visited Carrier BSID
	N
	5
	18
	 

	d5
	Home Carrier Name
	AN
	10
	23
	 

	d6
	Home Carrier BSID
	N
	5
	33
	 

	d7
	Amount of Octet
	N
	24
	38
	byte

	d8
	Settlement price per Octet
	N
	6
	62
	$.¢¢¢¢¢ (include decimal)

	d9
	Total Packet Charge
	N
	12
	68
	$$$$$$$$$$.¢¢ (include decimal) 4

	d10
	TAX 1
	N
	12
	80
	$$$$$$$$$$.¢¢ (include decimal) 3

	d11
	TAX 2
	N
	12
	92
	$$$$$$$$$$.¢¢ (include decimal) 3

	d12
	Total Charge
	N
	12
	104
	$$$$$$$$$$.¢¢ (include decimal)  d9+d10+d11

	d13
	Carrier 1 Gross Receivable2
	N
	12
	116
	$$$$$$$$$$.¢¢ (include decimal) 3

	d14
	Carrier 1 Gross Payable2
	N
	12
	128
	$$$$$$$$$$.¢¢ (include decimal) 3

	
	Trailer1
	
	
	
	

	No.
	Parameter
	Format
	Byte Length
	Position
	Values

	t1
	CRX ID
	N
	5
	1
	Assigned value5

	t2
	Date Submitted
	N
	6
	6
	YYMMDD

	t3
	Currency Type
	N
	2
	12
	US$ : 01

	t4
	Beginning Settlement Date
	N
	6
	14
	YYMM16

	t5
	Ending Settlement Date
	N
	6
	20
	YYMM15

	t6
	Number of Records
	N
	4
	26
	0000-9999

	t7
	Total Gross Receivables2
	N
	14
	30
	$$$$$$$$$$$$.¢¢ (include decimal) 3

	t8
	Total Gross Payables2
	N
	14
	44
	$$$$$$$$$$$$.¢¢ (include decimal) 3

	
	
	
	
	
	

	
	1. There should be only one header and trailer record per file.

	
	2. The dollar sign symbol is not required.
	
	
	

	
	3. Negative numbers should be depicted by a negative symbol to the left of the number.

	
	4. Shall be round up.
	
	
	

	
	5. The CRX ID assignment is administrated centrally by an organization sanctioned by the CDMA2000 operators.


Appendix 5 – Invoices

Refer to [9].
Appendix 6 – Billing Cycle Example
An example of Billing Cycle and periods are shown in Figure 17 below. The marking in the figure means the following dates.


Figure 17. Billing Cycle Example

The details are:

a. Billing Cycle: From the 16th of the previous month to the 15th  of the current month

b. Data of exchange settlement report: 1 week after settlement period, the 22nd of the month

c. Invoicing date: last day of current month.

d. Payment due date: Last day of following month. All payment due to Financial Settlement Provider are paid.

e. Payment due date: 15th of the next month, All payment due to Operators are paid.

Appendix 7 – Xb Interface
TBD
Appendix 8 –XML Schema for Xj Interface
<xsd:schema xmlns:xsd="http://www.w3.org/2001/XMLSchema">

<xsd:annotation>

  <xsd:documentation xml:lang="en">

   CDMA Packet Data Roaming eXchange Data Clearing

   Daily UDR Report XML Schema.

   CDMA Development Group

  </xsd:documentation>

</xsd:annotation>

<xsd:element name="UDRDailyReport" type="UDRDailyReportType"/>

<xsd:complexType name="UDRDailyReportType">

  <xsd:sequence>

   <xsd:element name="VisitingUDRReport" type="VisitingUDRReportType" minOccurs="0"/>

   <xsd:element name="HomeUDRReport" type="HomeUDRReportType" minOccurs="0"/>

  </xsd:sequence>

  <xsd:attribute name="carrierBSID" type="xsd:decimal" use="required"/>

  <xsd:attribute name="reportDate" type="xsd:date" use="required"/>

  <xsd:attribute name="submitDate" type="xsd:date" use="required"/>

</xsd:complexType>

<xsd:complexType name="VisitingUDRReportType">

  <xsd:sequence>

   <xsd:element name="UserDomain" type="DomainUDRReportType" maxOccurs="unbounded"/>

  </xsd:sequence>

</xsd:complexType>

<xsd:complexType name="HomeUDRReportType">

  <xsd:sequence>

   <xsd:element name="VisitingPDSNIP" type="PDSNUDRReportType" maxOccurs="unbounded"/>

  </xsd:sequence>

</xsd:complexType>

<xsd:complexType name="DomainUDRReportType">

  <xsd:sequence>

   <xsd:element name="TotalRawUDR" type="UDRCountType"/>

   <xsd:element name="TotalUniqueUDR" type="UDRCountType"/>

   <xsd:element name="TotalVolume" type="UDRVolumeType"/>

  </xsd:sequence>

   <xsd:attribute name="name" type="xsd:string"/>

</xsd:complexType>

<xsd:complexType name="PDSNUDRReportType">

  <xsd:sequence>

   <xsd:element name="TotalRawUDR" type="UDRCountType"/>

   <xsd:element name="TotalUniqueUDR" type="UDRCountType"/>

   <xsd:element name="TotalVolume" type="UDRVolumeType"/>

  </xsd:sequence>

   <xsd:attribute name="ipaddress" type="xsd:string"/>

</xsd:complexType>

<xsd:complexType name="UDRCountType">

  <xsd:sequence>

   <xsd:element name="totalStart" type="xsd:integer"/>

   <xsd:element name="totalInterim" type="xsd:integer"/>

   <xsd:element name="totalStop" type="xsd:integer"/>

  </xsd:sequence>

</xsd:complexType>

<xsd:complexType name="UDRVolumeType">

  <xsd:sequence>

   <xsd:element name="totalFromInterim" type="OctetsType"/>

   <xsd:element name="totalFromStop" type="OctetsType"/>

  </xsd:sequence>

</xsd:complexType>

<xsd:complexType name="OctetsType">

  <xsd:sequence>

   <xsd:element name="inputOctets" type="xsd:long"/>

   <xsd:element name="outputOctets" type="xsd:long"/>

  </xsd:sequence>

</xsd:complexType>

</xsd:schema>












































































































� If either MIP reverse tunnel or L2TP is not used and the IP address of an application server or mobile station is a private address, it needs to be translated into a public IP address routable among CRX providers and operators.


� Telehouse is the central peering point in GRX.


�  The Compulsory Tunnel Indicator attribute was erroneously stated as a mandatory attribute in IS-835-A.


� The type of ‘S’ Key was erroneously assigned with 26/11 in IS-835-A.  It was corrected to 26/54 IS-835-B.


� The type of ‘S’ Request was erroneously assigned with 26/13 in IS-835-A.  It was corrected to 26/55 IS-835-B.


� The type of ‘S’ Lifetime was erroneously assigned with 26/12 in IS-835-A.  It was corrected to 26/56 IS-835-B.
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